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Performance Evaluation Test bed — Fixed BW (1)

SATELLITE GROUND
TCP client (curl) [ T(C'zo‘zas((:ehr\e/()er
: Fixed BW ]
QUIC client QUIC server

RTT =650
ms

(satellite (ground-

side) side)

indra

™ UNIVERSITY OF oo R e als
-PABERDEEN 04/11/2020

file

100kB
1MB
2MB

10MB
100MB

o Downloaded \

J




Performance Evaluation Test bed — BoD (1)
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QUIC Performance with a short file transfer

Effects of connection set-up and
100kB File Download Time (s) initial congestion window
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QUIC Performance with a short file transfer

But initial QUIC packet is QUIC supports 1-RTT

larger. This is noticeable 100kB File Download Time (s) connection set-up
with BoD.
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QUIC Performance with a short file transfer

Much better performance

with PEPs (Fast Start,
100kB File Download Time (s) high IW).
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QUIC Performance with a medium file transfer

Performance with PEPs
2MB File Download Time (s)

is still much better
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QUIC Performance with a long file transfer

10MB File Download Time (s)
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Performance tests with Chromium IETF QUIC

Better performance of Chromium
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Performance tests with Chromium IETF QUIC

10MB File Download Time (s) = Performance problems of
45,00 Chromium QUIC
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Performance Evaluation Test bed — Fixed BW (2)
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Performance Evaluation Test bed — BoD (2)
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QUIC Performance — 50M/10M scenario

Bandwidth on Demand 100kB file download
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QUIC performance conclusions

= QUIC performance similar to TCP / NewReno (with connection start-up
improvements)

= Scenarios with PEPs provide much better performance for short to
medium file sizes

= Typical of web browsing

= Non-standard QUIC congestion control features may need to be tuned for
satellite (Hybrid Fast Start)

= QUIC provides increased flexibility to optimize congestion control
= May be dangerous for scenarios that are not the main target
= Impact of QUIC flow control on performance >> for further study
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